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ABSTRACT. Many experts in mechanized text processing now agree that useful automatic 
language analysis procedures are largely unavailable and that the existing linguistic methodol- 
ogies generally produce disappointing results. An attempt is made in the present study to 
identify those automatic procedures which appear most effective as a replacement for the 
missing language analysis. 

A series of computer experiments is described, designed to simulate a conventional document 
retrieval environment. I t  is found that a simple duplication, by automatic means, of the 
standard, manual document indexing and retrieval operations will not produce acceptable 
output results. New mechanized approaches to document handling are proposed, including 
document ranking methods, automatic dictionary and word list generation, and user feedback 
searches. I t  is shown that the fully automatic methodology is superior in effectiveness to the 
conventional procedures in normal use. 
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1. Limjuistics and Information Processing 

Experts in computational linguistics and automatic text handling have been con- 
vinced for many years that the outstanding problems in automatic language pro- 
cessing are not likely to be solved in the absence of powerful linguistic analysis tech- 
niques. The feeling is thus widespread that the first order of business must be the 
study of the structural and semantic properties of natural languages in the hope 
of gaining a sufficient understanding to lead to a solution of the open text processing 
problems [1, 2]. Unhappily, as Pacak and Pratt  point out, the chances of gaining the 
necessary command of natural language structures in the foreseeable future are 
exceedingly dim because [3]: 

"leery significant weaknesses are still apparent [in automatic linguistic analysisl; all existing 
systems and/or models are small and core-bound . . . ; no system is able to deal with more 
than a small subset of E n g l i s h . . .  ; very few systems have tried to go beyond sentence bound- 
aries in their a n a l y s i s . . .  ; and all the mentioned theoretical proposals are highly tentative." 
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The apparent situation is then a bleak one: on the one hand, a better understand- 
ing of syntax and semantics is said to be necessary to solve the open problems in 
natural language processing; on the other hand, the likelihood of making substantial 
and timely progress in computational linguistics is remote. 

Fortunately, when the various text processing problems are actually considered 
in detail, it becomes clear that predictions of an impending dead end in language 
processing are premature. First of all, the text processing applications differ in scope 
and complexity. Second, it has not yet been shown that no replacement is possible 
for the missing linguistic analysis techniques. 

An attempt may then be worthwhile to approach some of the text processing 
problems in the information retrieval area using either extra linguistic procedures 
that are not primarily based on sentence structure and semantics, or else using 
simple language analysis methods from which the more troublesome complexities 
are eliminated. These possibilities are investigated in the remainder of this study. 

2. Simplified Language Analysis 

The first approach to the language analysis problem consists of setting aside many 
of the difficulties belonging to the general area of "semantics"--for example, the 
disambiguation of polysemantic words; the recognition of synonyms; the treatment 
of punctuation marks; the interpretation of anaphoric, elliptical, and idiomatic 
constructions; the problem of indirect references; the discourse analysis of para- 
graphs and larger units of text; and so on--and concentrating instead on the struc- 
tural properties of the language. 

Unfortunately, the existing programs for syntactic text analysis are not easy to 
use because a unique correct analysis is not generally obtainable for each input 
sentence. However, the existing "phrase structure" analyzers can normally be relied 
upon to identify most noun phrases, prepositional phrases, and subject-verb-object 
structures with fairly good accuracy. For this reason, attempts have been made to 
incorporate simple phrase identification routines into a number of programs for 
automatic indexing, or abstracting of texts [4-7]. Many variations are possible; 
the following steps are often included [4]: 

(1) Individual text words are first isolated. 
(2) Syntactic units such as quantifiers, prepositions, clause introductions, are 

identified. 
(3) Phrases are formed consisting of word strings beginning with one of the spe- 

cified syntactic units--for example, a preposition or a relative pronoun--and ending 
before the beginning of the next specified syntactic unit. 

(4) Certain backward connections between elements of different phrases are 
recognized consisting generally of the antecedents of certain pronouns and the 
governors of dependent prepositional phrases. 

(5) Phrases which exhibit special structural properties, including mostly nouns 
and adjectives plus certain prepositions, arc then extracted to serve as content 
identifiers. 

Several evaluation studies of automatic indexing systems have been performed 
which include procedures similar to the ones outlined above. In general, one finds 
that a large proportion of the expressions assigned automatically would also have 
been chosen manually by subject experts charged with the indexing task [8]. On the 
other hand, when the phrase generation procedures using simplified syntax are 
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compared with other, simpler, content analysis methods which include no structural 
or semantic components, the surprising cohclusion is that on the average better 
results are obtainable without the syntactic components than with them. For 
example, Cleverdon finds that [9]: 

"the [Aslib-Cranfield] evaluation project indicates that the single term index languages are 
superior to any  other t ype . . .  ; the phrase (concept) index languages were over-specific when 
used in natural language." 

Several possible explanations suggest themselves to account for the failure of the 
simple syntactic devices in information retrieval environments. Most obvious may 
be the inadequacy of the syntactic analyzers used to generate the phrase identifiers. 
Many correct phrases may be expected to remain unidentified, while some phrases 
actually assigned may not be as helpful for content analysis as expected. Second, in 
a system designed to serve a heterogeneous user population, it may be unwise to 
overspecify the document content; in particular, since the interests of the user 
population are not always easily assessed in advance, a less specific content de- 
scription in terms of individual concepts may better serve the average user than a 
narrow analysis in terms of phrases. Finally, most retrieval evaluation systems use 
performance criteria averaged over many user queries. In such a situation, a better 
than average performance for most queries may be preferable to a situation where 
some users score very highly while others do quite poorly. 

Be that as it may, the conclusion which must apparently be drawn from the 
available evidence is that the language analysis procedures which offer themselves 
for use in automatic text processing systems do not produce results commensurate 
with the effort needed to implement them. A complete language analysis is not 
possible because the necessary linguistic know-how is not at hand, while the simple 
syntactic methodologies do not operate sufficiently effectively. 

I t  remains to determine whether nonlinguistic computer techniques might be 
useful in replacing both the lack of linguistic know-how as well as the intellectual 
input provided by human beings. This question is investigated in the next section 
of this study. 

3. Manual Versus Automatic Indexing 

Over the years, a great deal of evidence has accumulated concerning the relative 
merits of manual and automatic indexing techniques [8-18]. When automatically 
generated keywords are compared with terms manually assigned by subject experts, 
one normally finds agreement for 60 to 80 percent of the assigned terms. Further- 
more, the retrieval results obtainable with automatic indexing techniques are not, 
on the average, substantially different from those produced by conventional manual 
methods. As Swanson says [17]: 

" . . .  even though machines may never enjoy more than a partial success in library indexing, 
• . . people are even less promising." 

To determine whether fully automatic text processing methods could compete in 
effectiveness with conventional manual retrieval operations and to identify those 
automatic techniques most helpful in this respect, a number of experiments have 
been performed over the last few years relating the Medlars retrievaJ system 
operating at the National Library of Medicine in Washington with the experi- 
mental SMART system. 
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Medlars operates in the conventional manner by having trained subject experts 
assign key words, or index terms, to all incoming documents and search requests 
[19]. The vocabulary is controlled by a printed thesaurus known as Mesh (Medical 
Subject Headings), and retrieval is effected by comparing the list of key words at- 
tached to the documents with a Boolean formulation of the query terms. Specifically, 
all documents which exhibit the appropriate combination of key words are retrieved 
in response to the corresponding query, while documents which do not exhibit this 
combination remain in the file. As is true of all key word retrieval systems, the 
retrieval process merely separates the stored collection into two parts in that it 
distinguishes the retrieved items from those not retrieved. No ranking is obtained 
for either the retrieved documents or the nonretrieved, and the user has n~ con- 
venient way for identifying among a potentially large set of retrieved items those 
which are likely to be most helpful. 

The SMART system, on 'the other hand, operates without any manual content 
analysis [20, 21]. Document excerpts--normally abstracts--and query texts are 
introduced instead into a computer, and a variety of automatic text analysis pro- 
cedures is used to produce for each item a "concept vector" consisting of weighted 
terms or concepts representative of the document content. Typically, about one 
hundred different concepts might be used to identify a given document. Following 
a comparison between document and query vectors, a similarity or correlation co- 
efficient is computed for each query-document pair, and documents are then sub- 
mitted to the user in decreasing order of the corresponding similarity coefficients. 
Thus the user may choose to look only at the top retrieved item--the one presumed 
to be most relevant--or the top five, or the top ten. 

A comparison between SMART and Medlars may be particularly appropriate in 
judging the effectiveness of automatic text processing methods in a retrieval en- 
vironment, because Medlars represents a well-known conventional system which 
has been operating for many years on a large data base of several hundred thousand 
documents, while SMART includes automatic language analysis techniques and 
iterative, user-controlled search strategies to replace the intellectual input provided 
by trained indexers and searchers in conventional environments. Thus the systems 
are representative of the sophistication presently achievable in operational and 
automatic document retrieval environments respectively. 

The design of the SMART-Medlars tests is covered in the remaining sections of 
this study together with the principal retrieval results. 

4. The SMART-Medlars Tests 

4.1 INTRODUCTION. If the results of any test procedure are to be taken as repre- 
sentative, it becomes necessary to maintain identical retrieval environments for 
both SMART and Medlars and to transfer to the SMART system the operational 
characteristics pertaining to Medlars. The following principal conditions must then 
be fulfilled: 

(1) The queries to be used for test purposes must be user search requests actually 
submitted to and processed by the Medlars system. 

(2) The test collection must consist of documents originally included in the 
Medlars data bank, chosen in such a way that any advance knowledge concerning 
the retrievability of any given document by either system is effectively ignored. 

(3) The number of documents considered to be retrieved by  SMART in response 
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to a given query (the cutoff value) must correspond to the Medlars cutoff, so tha t  
the same number of documents is used for evaluation purposes b y  both  systems. 

The evaluation parameters used in this s tudy to assess retrieval performance are 
the well-known recall and precision measures which have served in the past for a 
number of similar investigations. Recall is defined as the proportion of relevant ma- 
terial actually retrieved, whereas precision is the proportion of retrieved material 
actually relevant. More specifically, 

number of items retrieved and relevant 
recall = (1) 

total relevant items in the collection 

number of items retrieved and relevant 
precision = total number  of retrieved items (2) 

Ideally, one wants to retrieve all relevant items, while at  the same time withdraw- 
ing no extraneous ones, thereby achieving perfect recall and precision values equal 
to one. In practice, less than perfect output  is normally obtained and values much 
less than one are the rule. Furthermore,  the performance measures are not normally 
displayed for each individuM user query. Instead, average values are computed over 
many queries to reflect the performance level for a random query submitted to the 
system. 

The computation of recall and precision requires a knowledge not only of what  is 
retrieved but  also of what is relevant, or germane, to a given query. For the recall 
computation, in particular, information must be available concerning the identi ty 
and number of relevant items in the collection. For small test collections of the type 
used in the present experiments, it is often possible to obtain exhaustive relevance 
assessments of each document with respect to each query, prepared either by  the 
query authors or by  subject experts familiar with the subject area in question. 

A summary of the characteristics of the Medlars collections used in the present 
experiments is contained in Table I. The  first three collections and query sets are 
distinct, accounting for a total  of 76 different user queries and 1,575 documents. The 

T A B L E  I. SMART-MEvLARS TEST COLLECTIONS 

Num~r of 
Collection type Docume~l or~gtn Type of eelevance judgments 

Quertes Documems 

Original Medlars 18 273 Chosen from among Selective judgments  by 
items previously used query authors available 
in an m-house evalua- only for some of the 
tion of Medlars retrieved documents 

Extended Medlars 29 450 Obtained independ- Exhaustive judgments 
ently of SMART or obtained from non- 
Medlars by reference author subject experts 
to the Science Citation 
Index 

Ophthalmology I 29 852 Obtained independ- Exhaustive judgments 
ently of SMART or from nonauthor subject 
Medlars from nine experts 
journals in ophthal- 
mology 

Ophthalmology II 17 852 Same as Ophthal- Selective judgments by 
mology I query authors for 10 

items per query (5 re- 
trieved by Medlars and 
5 by SMART) 
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last collection, labeled "Ophthalmology II," is identical with "Ophthalmology I"  
except for the differences in the relevance assessments and in the number of queries 
used in the tests. 

A number of earlier SMART-Medlars tests are reviewed in the next few sections, 
and the design of an expanded experiment using documents in ophthalmology is 
covered in detail [22, 23]. 

4.2 ORIGINAL TESTING PROCESS. A first comparison between SMART and 
Medlars, performed some years ago, was based on 18 Medlars queries together with 
a subset of 273 documents. Both the queries and the documents had been used earlier 
for an in-house evaluation of the Medlars search system performed at the National 
Library of Medicine [24]. Each document incorporated in the collection had been 
judged for relevance with respect to one of the search queries by the corresponding 
query author; however, full relevance judgments of all documents with respect to 
all queries were not available. 

The SMART process used originally consisted in keypunching the abstracts of all 
documents, and in automatically generating three distinct concept vectors for each 
document and query to represent information content: 

(a) a word form, or suffix "s," vector consisting of weighted words extracted from 
the document abstracts, with final "s" endings removed; 

(b) a word stem vector consisting of selected word stems with weights, obtained 
from the texts of the original document abstracts by a suffixing process designed to 
remove all normal suffixes; 

(c) a thesaurus vector obtained by using a manually constructed dictionary, or 
thesaurus, which classifies related words or word stems into a thesaurus class; the 
document vectors consist of thesaurus class identifiers obtained from the original 
words or word stems by a dictionary look-up process. 

Following the automatic analysis, query and document vectors are matched in 
the SMART system and a similarity coefficient is obtained for each query-docu- 
ment pair. A cutoff is then chosen for each query, equivalent to the exact number of 
documents retrieved by the corresponding Medlars query, and recall and precision 
values are computed. The average recall values obtained for the 18 test queries by 
Medlars and SMART respectively are shown in column 2 of Table II. I t  is seen that 
SMART produces a recall improvement of 8 to 12 percent compared with Medlars. ~ 

The precision computations were unfortunately difficult to perform in the earlier 
test, because relevance assessments were not available for all documents retrieved 
by SMART with respect to each query, but only for the documents retrieved by 
Medlars. Typically, for a given query, about 5 documents out of 10 would be re- 

Statist ical  significance data  are included for all recall-precision comparisons. These reflect 
the probabil i ty tha t  under a hypothesis of stat ist ical  equivalence between the respective sets of 
recall or precision values, differences between samples as large as the ones observed would 
occur by chance. The Wilcoxon signed rank test (WSR) postulates that  only the ranking of the 
differences between sample values is important ,  not  the actual values of these differences; 
WSR further assumes that  the two sample sets belong to the same family of distributions. The 
s~qn test (SIGN) takes into account neither the values nor the ranks of the differences between 
sample values but  only their  sign, and no assumptions are made concerning the distr ibut ion of 
the samples. 

In  either case, a probabil i ty  output  smaller than 0.05 is generally assumed to indicate that  
the differences in sample values are statistically significant, and the hypothesis of equivalence 
must then be rejected. Tests for which stat is t ical ly significant performance differences were 
obtained are circled in the recall-precision tables. 
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TABLE I I  SMART-MEDL.~RS COMP~RISON: ORIGINAL TEST 
(Averages for 273 documents, 18 queries, SMART cutoff same as Medlars for each query) 

Analys~melhods 

Medlars 

SMART 
Word form 
(suffix "s") 

Word stem 

Thesaurus 

Recall (WSR) 

% Difference (SIGN) 

0.643 

0.704 (.3124) 
+9% (.5o0o) 

0.718 (.2385) 
+12% (.5000) 

0.695 (3611) 
+8% (.5O00) 

Apparent (WSR) 
precision 

% D*flerence (SIGN) 

0.625 

0.368 
-41% 

0.367 
--41% 

0 393 
--37% 

Adjus~¢~ (wsR) 
.precision 

% Difference (SIGN) 

0.625 

0 571 (.2174) 
--9% (.3145) 

0.570 (1906) 
-9% (3145) 

0 611 (.3973) 
-2% (.5000) 

trieved in common by SMART and Medlars. For each of the common 5, the rele- 
vance characteristics would be available; however, nothing would be known about 
the other 5 SMART items which were not also retrieved by Medlars. The "apparent 
precision" values shown in column 3 of Table II  were obtained by assuming that all 
unknown items retrieved by SMART with respect to each query would be called 
nonrelevant, whereas the "adjusted precision" values of column 4 result from an 
assumption that the proportion of relevant items retrieved by SMART among the 
unknown documents would be the same as that among the known documents which 
had actually been judged for relevance. 

I t  is seen from Table II that a small excess in SMART recall is compensated by a 
small deficiency in the adjusted precision, thus indicating that the order of magni- 
tude of the performance parameters was approximately the same for the two sys- 
tems. This is confirmed by the fact that the performance differences are in each case 
statistically nonsignificant. Unhappily, the precision adjustment used to obtain the 
final SMART precision values had to be based on an assumption whose validity 
could never be proved beyond doubt. For this reason, a series of new tests was un- 
dertaken in an effort to obtain a more detailed picture of the effectiveness of the 
various SMART text processing capabilities. 

4.3 RANKING AND FEEDBACK SEARCHES. AS a replacement for the linguistic 
analysis which appears too complex for a mechanized approach, the following three 
automatic techniques appear to be of most importance: 

(1) The ranking feature incorporated into SMART makes it possible for the user 
to obtain access first to what is presumed to be most relevant; this suggests that the 
number of documents to be looked a t - - that  is, the number retrieved--should be re- 
lated to the magnitude of the corresponding query-document correlation. 

(2) The ability to store a complete document collection and compute interdocu- 
merit similarities for pairs of document vectors provides new ways of generating 
dictionaries and word lists to be utilized in analyzing document content. 

(3) An iterative search strategy where information about items retrieved in an 
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earlier search serves to generate improved query formulations for use during subse- 
quent search operations appears to provide great advantages in retrieval effective- 
ness. 

Consider first the ranking question. The Boolean search formulations normally 
used in operational retrieval situations are not likely to produce optimal retrieval re- 
sults because the number of retrieved documents does not normally depend on any 
existing or implied user requirement but rather on a query formulation over which 
the user may have little control. Thus for some queries, a very large number of docu- 
ments may typically be retrieved, whereas for others nothing or very little is ob- 
tained. By forcing the SMART output into a Medlars framework, as is the case 
when each SMART search is limited to retrieving the same number of items as the 
corresponding Medlars query, an unreasonably restrictive search policy is used which 
may produce less effective retrieval results than originally expected. 

A more reasonable process for the SMART system would consist in using a corm- 
lation cutoff by retrieving all those documents whose correlation coefficient with the 
query exceeds a given value. In order to make a comparison of results possible be- 
tween Medlars and SMART, it is then necessary to choose the SMART correlation 
coefficient in such a way that the total number of documents retrieved over all the 
queries is identical with the total number retrieved by Medlars. However, for indi- 
vidual queries the number retrieved may be permitted to vary in accordance with 
the value of the query-document similarity. 

The document ranking process is also essential for the implementation of the 
relevance feedback process which is used with the SMART system for the automatic 
construction of improved query formulations [25, 26]. An initial search is performed 
first using the query originally submitted. The user then submits relevance judg- 
ments for some of the documents retrieved early in the search, and a new query 
formulation is automatically constructed which will be more similar to the items 
identified as relevant and less similar to the nonrelevant items than the original 
query. Specifically, the feedback query is generated from the original query by addi- 
tion or weight increases of terms from the documents termed relevant, and by a cor- 
responding deletion or weight decreases of terms from the nonrelevant items. 

The query updating formula actually used in the present experiments may be ex- 
pressed in the following terms: 

10 2 

q,+,  = q, + 5 2  r ,  - s , ,  (3 )  
1 1 

where q, is the query on the ithiteration, cach r, is a relevant document retrieved in 
the top 10 above cutoff, and each s, refers to one of two nonrelevant retrieved above 
cutoff. That is, up to 10 relevant and up to two nonrelevant items participate in the 
feedback process, assuming that all are retrieved above cutoff. If the cutoff used 
should provide fewer than 12 retrieved documents, a correspondingly smaller num- 
ber of items are used for feedback purposes. 

I t  should be obvious that, in principle, as many feedback iterations can be carried 
out as desired; in practice, the return in terms of improved retrieval output will di- 
minish as the number of feedback searches increases, so that two to three iterations 
will normally suffice. 

The feedback operations incorporated into SMART are comparable to a language 
analysis operation in the sense that the generation of a feedback query amounts to 
reindexing or reformulating the query content. Furthermore, while it is possible in 
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theory to use feedback techniques in conventional systems--for example, by asking 
the requestor to rephrase a query using information contained in previously retrieved 
documents--it is not easy to come up with practical ways for implementing the idea. 
One immediate problem is the near-universal utilization of inverted file organiza- 
tions in which the content description of a given document vector is scattered in 
many different parts of the file. In these circumstances, multiple file accesses are 
needed to retrieve complete document vectors, thus preventing relevance feedback- 
type operations for practical purposes. 

4.4 AUTOMATIC DICTIONARY CONSTRUCTION. The construction of a thesaurus 
useful for document language normalization may be broken down into two parts: 
first, a choice must be made concerning the terms actually used for content descrip- 
tion; and second, the chosen content words must be grouped into equivalence classes 
in such a way that all terms included in a given thesaurus class are represented in 
the document vectors by a common identifier. The first operation is used to eliminate 
from the content descriptions all terms which do not, in fact, represent document 
content, or which cannot serve to discriminate among the documents of a collection-- 
typically, function words such as articles, prepositions, conjunctions, and so on, and 
other high-frequency words in the subject area under consideration. The subsequent 
grouping operation assembles into a common class synonymous or otherwise closely 
related terms, whose equivalence can thus be recognized during the text analysis 
operations. 

A large number of procedures are available for the automatic construction of term 
classifications [13, 14, 27-31], and some of the proposed methodologies produce 
thesaurus classes which are not inferior in a retrieval environment to manually 
generated classifications. The main problem with the automatic classification tech- 
niques is the comparatively large cost in time and effort which must be expended to 
produce the automatic thesaurus. In many cases, the number of terms to be classi- 
fied is of the order of some tens of thousands and the number of vector comparisons 
for n terms is of order n ~, or at any rate of order kn--too large for a practical utiliza- 
tion. Additional work is then needed with cheap, automatic classification techniques 
before these methods can become attractive in practice [32]. 

While the term grouping problem remains to be worked on, useful dictionaries 
can be constructed without any term grouping at all, by merely entering into the 
dictionary all those terms which are thought to be effective for purposes of content 
identification, or alternatively, by removing terms of low utility, sometimes called 
"common words." Classically, the identification of common words is an intellectual 
operation which involves a consideration of the semantic qualities of the individual 
words, as well as of the usage patterns of the words in the documents of a given col- 
lection. More often than not, a decision to use a given term for content identifica- 
tion, or alternatively to reject it, must in these circumstances be based on hunches 
or at best on informed guesses. 

A number of experiments have been performed recently with a view to replacing 
the intellectual decision process normally required for the identification of common 
words by an automatic, controllable process [33, 34]. Specifically, the method is 
based on the notion that when a common word is assigned as a document identifier, 
the corresponding term will occur in many of the documents, thus rendering the 
documents more similar to each other; contrariwise, when a content word is assigned, 
it will serve to discriminate among the documents, thus producing individual docu- 
ment vectors which are less similar to each other. 
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This situation is reflected in the example of Table III. In the top part of Table 
III, each document in the space is represented by an X, and the distance between 
two X's is inversely proportional to the similarity of the corresponding document 
vectors. The left side of Table III  represents the originM situation where, for the 
sake of the example, three terms are assumed to be common to documents D~ and 
De • The correlation coefficient (measuring the number of common terms divided by 
the number of distinct terms) is then equal to 0.1764. In the center of the table, two 
common words are added to the document vectors, thus producing for D, and De, 
5 terms in common out of 12, or a correlation of 0.2631. Obviously, the document 
space is now more "bunched up." On the right side of Table III, two content words 
are added which are not likely to be the same for D, and Dj .  The overlap for the 
two documents is now reduced to 3 terms out of 12, producing a correlation of only 
0.1428 and a space much more spread out than the original. 

The strategy needed to distinguish common terms from content terms is now 
clear: a function is computed representing the density Q of the document space (Q 
might, for example, be measured as the sum of the correlations between each docu- 
ment and the center of the space). A new term i is now added to the document 
space; if the new density function Q¢ is greater than Q, then term i is a common 
word, or a nondiscriminator, and the difference Q, - Q measures the strength of the 
term as a nondiscriminator. Contrariwise, if the space spreads out when the new 
term is added and Q, is smaller than Q, then term i is a content word and Q - Q, 
measures its strength as a discriminator. 

By ranking the discriminators in decreasing order of Q - Q,, a list is obtained ex- 
hibiting the best discriminators first; similarly, an ordering in decreasing Q, - Q 
order for the nondiscriminators moves the "best" nondiscriminators on top. Such a 
list including the 12 highest discriminators as well as the 12 best nondiscriminators 
is shown in Table IV for a collection of 852 documents in the area of ophthalmology. 

The automatic construction of a discriminator dictionary then requires the com- 
putation of a space density function for each term in the collection. Terms responsi- 
ble for an increase in space density are identified as "common words" and are re- 
moved from the dictionary used to produce the document vectors. A typical dic- 
tionary construction process is illustrated in Table V for the previously mentioned 
ophthalmology collection. 

Initially, all distinct words contained in the 852 abstracts of the ophthalmology 
collection are listed. When final "s" endings are deleted, the so-called "word form" 
dictionary is obtained. Terms of frequency one in the collection are deleted next, as 
are terms occurring in 25 percent or more of the documents, the notion being that 
terms of frequency one will not contribute to many query-document matches, 
whereas the high-frequency terms cannot discriminate among the documents. The 
discriminator detection algorithm is used next for the 5100 remaining terms, and 
about 200 additional terms are removed as nondiscriminators. Additional terms can 
be removed as shown in the last line of Table V, the deletion occurring in increasing 
discriminator order--that is, terms having the lowest value as discriminators are 
removed first. 

In the next section, retrieval results are exhibited comparing the various auto- 
matic SMART procedures--correlation cutoff, automatic discriminator diction- 
aries, and feedback searches--with the conventional Medlars output. 

4.5 GENERAL RETRIEVAL RESULTS. Two document collections in the area of 
medicine, chosen independently of either the SMART or the Medlars systems, are 
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TABLE IV. HIGHEST RANKING DISCRIMINATOR ANn NONDISCRIMIN.~TOR ENTRIES 
(852 abstracts in ophthalmology) 

Nondiscrlminators Discriminators 

Document T o t a l  Average Document T o t a l  A~rag~ 
T e r m  frequency freque~y frequency Term frequency frequency frequer~y 

1. Patient 201 408 2.03 1. Rubella 10 47 4.70 
2. At 194 292 1.51 2. Capillary 19 54 2.84 
3. Use 179 247 1.38 3. Laser 11 32 2.91 
4. Have 194 257 1.32 4. Collagen 12 40 3.33 
5. Retinal 134 275 2.05 5. Cyst 17 42 2.47 
6. Present 184 219 1.19 6. Cholinesterase 6 26 4.33 
7. Has 171 231 1.35 7. Fiber 16 50 3.13 
8. Effect 150 259 1.73 8. Cyclodialysis 4 12 3.00 
9. Result 179 234 1.31 9. Implant 18 36 2.00 

10. Found 174 228 1.31 10. Uveitis 21 45 2.14 
11. Report 141 172 1.22 11. Vessel 36 82 2.28 
12. Occular 125 194 1.55 12. Spray 2 25 12.50 

TABLE V. TYPICAL AUTOMATIC WORD LIST GENERATION (OPHTHALMOLOGY COLLECTION) 

Number of entrles 
Dictionary generatlng process Automatic dictionary 

Removed Remaining 

Formation of word list from document Word form (suffix "s")  - -  8,672 
abstracts following removal of 
final "s"  endings 

Deletion of terms of frequency one 3,535 5,137 

Deletion of terms occurring in 25% or 29 5,108 
more of the documents 

Deletion of terms automatically identi- 180 4,928 
fled as nondiscriminators (minimum 
space density) 

Deletion of additional terms in decreas- 3,928 1,000 
ing nondiscriminator order 

Automatic word list 

Automatic discriminator 
dictionary 

Reduced discriminator 
dictionary 

used experimentally. The "extended Medlars" collection of 450 documents was ob- 
tained by picking entries from the Science Citation Index corresponding to docu- 
ments previously identified as relevant by number of Medlars user queries [23]. 
The ophthalmology collection, on the other hand, includes articles published in 1967 
in nine major journals in ophthalmology. ~ In each case, a verification procedure was 
used to ascertain that each document of the sample collections was in fact also in- 
cluded in the operational Medlars collection at the National Library of Medicine. 
Documents not so included must be removed before the beginning of the actual 
testing process. 

A total of 58 queries originally submitted to the Medlars system by actual Medlars 
users was used for test purposes; of these, 29 related to ophthalmology and 29 to 
general biomedical topics. When research and professional people function as query 
authors, as is the case for most user queries submitted to the Medlars system, it is 
not practical to request full relevance assessments of each query with respect to each 
document from the query authors. For this reason, full relevance assessments had 

A cta Ophthalmologica, American Journal of Ophthalmology, Archives of Ophthalmology, British 
Journal of Ophthalmology, Experimental Eye Research, Investigative Ophthalmology, Ophthal- 
mologica, Transactions of the American Academy of Ophthalmology and Otolaryngology, and 
Vision Research. 
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to be obtained from outside subject expertspa medical school student for the ex- 
tended Medlars and a resident in ophthalmology for the ophthalmology collection. 

The average retrieval results based on these nonauthor relevance judgments are 
summarized in Table VI for the extended Medlars collection, and in Table VII for 
ophthalmology. The following principal results are immediately apparent: 

(1) When the number of retrieved items per query is exactly the same for SMART 
as for Medlars, the automatic analysis procedures included in SMART produce a 
deficiency in recall and precision ranging from 20 percent to almost 50 percent com- 
pared with the conventional Medlars indexing; the differences in the values are sta- 
tistically significant in this case, so that the Medlars indexing is clearly superior. 

(2) When a correlation cutoff is used by SMART, set in such a way as to retrieve 
the same total number of documents for the 29 queries as Medlars--127 documents 
for extended Medlars and 602 for ophthalmology--the deficiency of the SMART 
runs decreases to an average of about 10 percent in recall and precision, and the 
differences in performance are no longer statistically significant; this implies that 
the SMART and Medlars performance results are not sufficiently distinct to sup- 
port a claim for the unequivocal superiority of either system. 

(3) The SMART feedback searches produce improvements over the normal Med- 
lars output ranging from a few percentage points for a single feedback search to 30 
percent for two feedback iterations; in most cases, the performance differences are 
not statistically significant. 

(4) The basic SMART word stem procedure which assigns weighted word stems 
to documents and search requests is already competitive with the controlled Medlars 
indexing when feedback searches are used, thus indicating that a word stem extrac- 

T A B L E  VI.  SMART-MEDLARS COMPARISON--ExTENDED MEDLARS COLLECTION 
(450 documents ,  29 querms;  SMART corre la t ion  cutoff set  to re t r ieve  a to ta l  of 

127 documents)  

Medlars cutoff Carrdalmn cutoff Two feedback searches 

Analysts Recall (WSR) Prec*- (WSR) Recall (WSR) Prec,- (WSR) Preci- (WSR) 
raetkods soon s$on SOOn 

% (SIGN) Dif% (SIGN) D %.`/ (SIGN) % (SIGN) % (SIGN) 
Dff- - Dff-  Dif- 
fer. fer- fer- fer- fer- 
ePtce ence  ence  ence ~ce 

Medlars 
(controlled . 3117 .6110 
terms) 

b'MART 
Word form 
(sui~x "s") 

Word stem 

Automatic 
discrtmina- 
tor dlchon- 
ary A5 

Thesaurus 

1814 ( ~  3867 
--42% --37% 

1814 ~ .4141 
-42% -32% 

.2462 ~ 4518 
-21% -26% 

.2181 @ .4512 
i-3o% -26% 

• 2613 
-16% 

.2622 
-16% 

0•154 2872 
--8% 

. 3232 
+4% 

(.2216) .4060 
3450) -19% 

2420) 4901 
4194) --19% 

3102) .5879 
2781) --4% 

(4946) .6106 
(3450) 0% 

(WSR) Recall 

(SIGN) l ~ -  
fer- 
ence 

(1302) 3525 
(.lO5O) +13% 

~ 3433 
+10% 

(4056) .3801 
(2709) +22% 

3102) 4029 
(,4223) +29% 

(3383) 6740 (.2665) 
(.5O00) +13% (.5000) 

(3039) .6802 (.2021) 
(.5000) +13% (.3318) 

(. 1870) 7230 (, 1216) 
(. 4223) +18% (, 3238) 

(. 1578) ,7438 (0914) 
(, 0849) +22% (. 3450) 
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TABLE VII. SMART-MEDL.~as COMPXRISON--OPHTH.~LMOLOOY COLLECTION 
(852 documents,  29 queries; nonauthor relevance assessments) 

271 

Analyses 
methods 

Medlars 
(controlled 
terms) 

SMART 
Word form 
(suffix "s") 

Word stem 

Automatic 
word hst 
A4 

Automatic 
dmcrmfina- 
~or daction- 
ary A5 

Thesaurus 

Medlars cutoff 

Recall (WSR) Free*- (WSR) 

% (SIGN) % (SIGN) 
I3~,f- D~f- 
fer- fer- 
e~Ce Cnce 

.4272 .4454 

.2240 @ .2728 @ 
-48% -39% 

.2802 @ .2032 @ 
-34% -34% 

.2843 @ 3156 @ 
--33% --29% 

.3159 ~ 3039 ~ 
--26% --32% 

--21% --26% 

One feeedback search t 

Recall (WSR) Prec*. (WSR) 
sion 

% (SXGN) (SIGN) 
D,f- Dan 
re,- Ie,- 
ence ence 

• 4025 
-6% 

.4125 
-3% 

(4881) .4144 1239) 
(.5000) -7% o155) 

4741) .4307 2505) 
4159) -2% (.0388) 

4310) .5249 (.2821) 
(.5000) +18% (5000) 

4251 
0% 

4624 (.2374) .4041 
+8% (. lO5O) -9% 

Two feedback searches 1 

Recall (WSR) Pve, c;- 
sion 

D~f. (SIGN) % 
. D i f -  

let- f~r- 
ence e~ce 

.4181 (3O75) ,4830 
-2% (,4150) +9% 

.4318 (3365) .4402 
+1% (,4150) -1% 

,4440 (3195) 60H 
+4% (5000) +36% 

4230 (4351) 4403 
--1% (.2517) --1% 

(WSR) 

(SIGN) 

(.3658) 
(.270o) 

(.1480) 4704 (.1650) 
(.5000) ÷12% (,1050) 

(,3102) .4475 (3074) 
(4223) +5% (,0069) 

(.1370) 
(.0530) 

(.0892) 
(, 5o00) 

4456 (4144) 
0% (. 2207) 

• 4727 (. 4445) 
• +6% (.4223) 

a SMART feedback searches use correlation cutoff set to retrmve 602 items. 

lion method can be used advantageously when supplemented by suitable search 
refinements. 

(5) The SMART results obtained with the automatic discriminator dictionary and 
with a manually constructed thesaurus are competitive with the Medlars controlled 
indexing without any use of feedback techniques--assuming only that the SMART 
ranking is used to best advantage to control the output size; when the feedback 
techniques are added to the language normalization provided by the SMART 
dictionaries, improvements up to 30 percent are possible over the conventional 
Medlars performance. 

The main conclusion derivable from the data of Tables VI and VII may be sum- 
marized as follows. 

Simple word extraction from document abstracts or texts followed by Boolean searches 
of the type now implemented in many conventional retrieval environments are not likely 
to produce retrieval results equivalent in effectiveness to standard manual indexing 
techniques; however, a variety of different, generally nonlinguistic methods are easily 
implemented on a computer--including document ranking procedures, text normaliza- 
tion with stored dictionaries and thesauruses, and interactive feedback searches--which 
will produce retrieval results whose effectiveness exceeds that of the conventional manually 
controlled methodologies. 

It  should be noted that the absolute magnitude of the figures included in Tables 
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V I  a n d  V I I  is n o t  i nd ica t ive  of a n y  p a r t i c u l a r  pe r fo rmance  level,  a l t hough  t h e  
differences in t h e  va lues  for  two  or  more  m e t h o d s  or  sy s t e ms  do  a c c u r a t e l y  ref lect  
the  re la t ive  pe r fo rmance  levels.  The  reason  for  th is  compl i ca t i on  is the  exis tence  of 
recal l  a n d  p r e c i s i o n  c e d i n g s  due  to  t he  fac t  t h a t  t h e  n u m b e r  of d o c u m e n t s  r e t r i eved  
for a g iven  q u e r y  is not ,  of course,  t he  same  as  t h e  n u m b e r  of r e l e v a n t  d o c u m e n t s  
specif ied for  t h a t  que ry  b y  the  ou ts ide  re levance  judge.  T h e  d a t a  of T a b l e  V I I I  
i nd ica t e  t h a t  for t he  852 d o c u m e n t s  of t he  o p h t h a l m o l o g y  collect ion,  a t o t a l  of 602 
were  j udged  to  be  r e l e v a n t  to  t he  29 queries.  W h e n  t h e  n u m b e r  of d o c u m e n t s  
ident i f ied  as r e l e v a n t  to  a g iven q u e r y  is smal le r  t h a n  the  M e d l a r s  c u t o f f - - a s  is t h e  
case for  q u e r y  1 of T a b l e  V I I I - - t h e n  the  prec is ion  m u s t  necessar i ly  r e m a i n  be low 
one;  cont rar iwise ,  when  the  n u m b e r  of r e l evan t  is larger  t h a n  the  n u m b e r  re t r i eved ,  
as i t  is for quer ies  3, 4, and  5, t h e n  a cei l ing is imposed  on t h e  recall .  F o r  t he  oph tha l -  
mo logy  col lect ion,  t h e  ave rage  reca l l  and  precis ion ceil ings lie be tw e e n  70 a n d  75 
pe rcen t ,  i nd ica t ing  t h a t  t h e  be s t  a u t o m a t i c  r e t r i eva l  resu l t s  of T a b l e  V I I  r each  
a b o u t  65 pe r cen t  of t he  m a x i m u m  a t t a i n a b l e  recal l  a n d  83 pe rcen t  of t he  poss ib le  
precision.  

TABLE VIII .  I~ECA.L]5 AND PRECISION 
CEILINGS--O PHTHA.LMOLOGY COLLECTION 

(Nonauthor judgments; 852 documents, 29 queries) 

Q • Number Number Maxium 
ue.y retrieved yudged relevant Recall ceding Precision 

numoer by Medlars relevant retrievable ceiling 

1 20 14 14 1.0000 .7000 
2 11 1 1 1 0000 .0909 
3 5 6 5 .8333 1.0000 
4 36 92 36 .3913 1.0000 
5 8 60 8 .1333 1.0000 
6 16 10 10 1.0000 • 6250 
7 54 59 54 .915.3 1.0000 
8 6 2 2 1.0000 .3333 
9 19 15 15 1. 0000 • 7895 

10 8 8 8 1 0000 1.0000 
11 37 5 5 1.0000 • 1351 
12 12 23 12 .5217 1. 0000 
14 5 1 1 1.0000 .2000 
15 7 53 7 . 1321 1. 0000 
16 28 24 24 1.0000 .8571 
17 20 1 1 1.0000 • 0500 
19 17 14 14 1. 0000 • 8235 
20 11 54 11 .2037 1.0000 
21 12 7 7 1. 0000 • 5833 
22 lO 54 10 • 1852 1 0000 
23 6 65 6 • 0923 1. 0000 
24 10 43 10 • 2326 1. 0000 
25 10 33 10 • 3030 1.0000 
26 11 12 II  .9167 1.0000 
27 5 1 I 1.0000 .2000 
28 174 149 149 1.0000 .8563 
29 8 1 1 1.0000 .1250 
31 6 4 4 1.0000 .6667 
34 30 44 30 .6818 1 .0000  

Average cei|ing 0.7428 0.7254 

Journal of the Aa~ociation for Computing Machmery, Vol, 20, No, 2, Aprd 1973 



Recent Studies in Automatic Text Analysis 273 

4.6 USE OF SELECTED AUTHOR RELEVANCE JUDGMENTS. T h e  results  of  the  
previous section were obtained by using relevance assessments produced by non- 
author subject experts. When relevance assessments are obtained from query 
authors directly, the retrieval evaluation must be adjusted since complete relevance 
information is not then normally available. On the other hand, when only some items 
are actually judged for relevance, difficulties in interpreting the results of the kind 
previously mentioned for the output of Table II may arise. 

An attempt was made to overcome the problem by submitting to each of the 29 
ophthalmology query authors 10 of the documents retrieved previously in response 
to his query. Specifically, 5 documents were randomly chosen from among those 
retrieved by the Medlars search, and 5 other documents were randomly chosen 
from among those obtained by the standard SMART word stem run. Each author 
was then asked to assess the relevance of each of the 10 documents with respect to 
his query. Three different answers were possible: the item is of major value in re- 
lation to the author's information need, of minor value, or of no value. Results 
were tabulated for the case where both major and minor value items are considered 
to be relevant and for the additional case where only the major value items are as- 
sumed relevant. Usable answers were actually obtained for 17 out of 29 queries; the 
results in Tables IX, X, and to XI thus correspond to the performance of only 10 
documents out of 852 for each of 17 user queries. 

When only partial relevance assessments are available, the recall and precision 
measures cannot be computed in the normal manner using eqs. (1) and (2). Instead, 
a precision value must be calculated derived solely from the 10 available documents 

T A B L E  I X .  I~ELATIVE I~ECALL COMPARISON--OPHTH.kLMOLOGY COLLECTION 
(Author relevance judgments--5 SMART and 5 Medlars documents averaged 

for 17 queries) 

Analysts methods 

II) Medlars cutoff 
Medlars 
SMART 

'~2) Correlation 
cutoff 
Medlars 
SMART 

13) One feedback 
search 
Medlars 
SMART 

',4) Two feedback 
searches 
Medlars 
SMART 

Word form 

Recall (WSR) 
Per- (SIGN) 
cent 

2490 (3283) 
2774 2744) 

+11% 

1666 0486) 
2941 0195) 

+76% 

1666 1432) 
2372 2539) 

+42% 

1960 (.0712) 
2754 (.2744) 

+41% 

Word stem 

Recall (WSR) 
Per- (SIGN) 
cent 

2294 4070) 
2509 3872) 

+9% 

2107 2386) 
2676 2539) 

+27% 

1519 1871) 
1960 2539) 

+29% 

1519 0618) 
1950 2539) 

+20% 

A ulomattc 
mord l,st 

Recall (WSR) 
Per- (SIGN) 
cent 

.1931 (1870) 

.2794 (2744) 
+45% 

1588 (1540)  
2588 (1719)  

+61% 

1588 
2754 

+73% 

A uton;al~c 
dtscr*tatna|or ~'~St 

Recall (WSR) 
Per- (SIGN) 
cent 

1274 (.2871) 
.1696 1445) 
+33% 

.1372 1013) 

.2735 1719) 
+100% 

.1078 

.2696 
+15o% 

.1588 @ 1078 @ 
• 2754 2696 
+73% +160% 

Thesaurus 

Recall (WSR) 
Per- (SIGN) 
cent 

1.2568 (2108) 
.3068 (50O0) 
+19% 

.1294 

.3264 
+151% 

.1294 

.3254 
+151% 

• 1294 
• 3254 
+151% 
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TABLE X. PRECISION COMPARISON--OPHTHALMOLOGY COLLECTION 
(Author relevance judgments--10 documents per query averaged for 17 queries) 

Analysis methods 

(1) Medlars cutoff 
Medlars 
precision 
O. 48~3 

I2) Correlation cutoff 
Medlars 
precmion 
0. ~8~8 

:3) One feedback 
Medlars 
precmion 
O. ~323 

Word form 

Recall (WSR) 
Per- (SIGN) 
cent 

• 3523 @ 
-27% 

• 2764 
-43% 

2705 @ 
--44% 

IVord stem 

Recall (WSR) 
Per- (SIGN) 
c~t 

• 3705 
--23% 

.2382 
-40% 

• 2705 
-44% 

Automatic 
word lsst 

Recall (WSR) 
Per- (SIGN) 
cenl 

3235 
-33% 

• 3058 
-37% 

• 3294 @ 
-32% 

Automatic 
dlscrlmlnator bsl 

Recall (WSR) 
Per. (SIGN) 
cent 

@ -59% 

• 2352 
-51% 

.2588 
-46% 

T~esa~lrff5 

Recall (WSR) 
Per- (SIGN) 
cent 

.3117 
--35% 

.2823 
-41% 

,2882 @ 
-40% 

for each query, and a new definition of the recall becomes necessary. The following 
precision computations were actually used: 

total number of relevant retrieved by Medlars 

Medlars precision = (of the 10 judged for relevance) (4) 
total retrieved judged for relevance (equal to 10) 

total number of relevant retrieved by SMART 

SMART precision = (of the 10 judged for relevance) (5) 
total retrieved judged for relevance (equal to 10) 

While a fairly standard procedure could be used for the precision, an estimation of 
the recall is more complicated because a knowledge of the total number of docu- 
ments that would be judged relevant by the query authors is lacking. A relative 
recall measure is therefore defined which relates the number of relevant retrieved 
by Medlars to the number of relevant retrieved by SMART, and vice versaY 
Specifically, of the 5 documents retrieved by Medlars which had been judged for 
relevance, consider the M that are judged relevant by the query author. Let S~ of 
the M items be retrieved by SMART; then the SMART relative recall is defined 
as S~/M.  Similarly, consider the 5 items retrieved by SMART for which relevance 
assessments are on hand. Let S of these be called relevant and assume that Ms of 
these S items are also retrieved by Medlars; then the Medlars relative recall is 
defined as Ms/S. 4 In other words, 

SMART relative = Number of relevant re- = SM/M (6) 
recall trieved by SMART out of 

the total relevant previously 
retrieved by Medlars 

a The use of the relative recall was suggested by M. E. Lesk of Bell Laboratories• 
Queries for which either M or S equals  zero are not  included in the set  of 17 corresponding to 

the computat ions  of Tables  I X  to 35I. 
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TABLE XI. RELATIVE RECALL AND PRECISION---OPHTHALMOLOGY COLIJECTION 
(Author relevance judgments--major relevant only averaged for 17 queries) 

275 

Analysis methods Word form Word stem 

(1) Medlars cutoff 0~547 Recall: Medlars .1245 1294 (1311) 
SMART 2784 2098 (3769) 
Percent +124% +62% 

Precision: Medlars .2588 0~176 @ 
SMART .1705 1520 
Percent --34% -41% 

(2) Correlation cutoff 
Recall: Medlars 

SMART 
Percent 

Precision: Medlars 
SMART 
Percent 

(3) One feedback search 
Recall: Medlars 

SMART 
Percent 

Precismn: Medlars 
SMART 
Percent 

Automatic 
word list 

.1470 (.1206) 
2705 (3770) 

+84% 

.0530 @ 0588 

.3333 2843 
+518% +384% 

.2588 @ 

.1411 .1176 
--45% --23% 

.0539 @ ~489 

.3627 3264 
+573% -567% 

(0212) 
(.1445) 

© 

.1411 @ 
-45% 

.1127 (0963) 
2333 (2539) 
+1o7% 

• 1352 @ 
-48% 

.0930 @ 
3509 

+277% 

• 1470 1156 .1705 
--43% -55% --34% 

Automatic 
discrlmmator llst 

.0784 (1473) 
1607 (1094) 

+105% 

@ 
-o1% 

Thtsa,trtts 

1066 (.08651 
.3170 (.08981 
+91% 

• 1588 
-39% 

0882 (0253) .1170 
.3186 (0898) .3235 
+201% +175% 

.1352 .1529 ~.0032 
,--48% --41% 

.0588 @ 
2794 

+375% 

• 1352 @ 
-48% 

[.1176 
[.3431 
+192% 

1588 
--39% 

Medlars relative recall = Number of relevant re- = Ms/S  (7) 
trieved by Medlars out of 
the total relevant previously 
retrieved by SMART 

Since the Medlars relative recall depends in each case on the number of relevant 
retrieved by SMART, a different Medlars recall value will correspond to each of the 
SMART retrieval runs. 

A comparison of relative recall values, using both minor and major relevance, is 
shown in Table IX. It  may be seen that when the normal Medlars cutoff is used, 
the SMART relative recall is about 25 percent better on the average than the 
Medlars average recall. The improvement reaches 80 to 90 percent on the average 
for the more sophisticated SMART methods, such as correlation cutoff and feed- 
back searches, and the differences then are statistically significant. While the best 
SMART results are obtained once again for the dictionary and thesaurus runs, the 
feedback technique does not appear to provide much improvement in output in this 
case. The reason, of course, lies with the fact that the relevant documents previously 
retrieved which are used to construct the improved feedback queries must belong 
to the set of 5 actually judged for relevance. Unfortunately, these 5 were not chosen 
to be the top 5 retrieved by SMART, but rather a random set of 5. I t  is seen that 
the SMART feedback process which depends on the use of the document ranking 
feature does not operate advantageously when randomly ranked items are used for 
query modification. 
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Table X shows an average deficiency of about 30 to 40 percent for the SMART 
precision compared with the Medlars precision of 0.4823. The problem here again 
is that the SMART ranking feature is not used in the choice of the documents 
evaluated for relevance by the query authors. However, whereas the recall advantage 
of SMART grows from about 10 percent for the initial word stem run to over 150 
percent for most of the thesaurus runs, the precision disadvantage remains fairly 
constant overall. 

When major relevance only is taken into account, the same pattern is accentuated 
as shown by the output of Table XI. A constant precision deficiency of about 40 
percent for SMART is compensated by a relative recall advantage increasing from 
an average of about 90 percent for the standard Medlars cutoff to about 290 percent 
on the average for the correlation cutoff and almost 400 percent for one iteration of 
feedback search. Most of the performance differences included in Table XI  are 
statistically significant. Once again, the more sophisticated SMART procedures 
improve the recall output without simultaneously causing a greater loss in precision. 

4.7 CONCLUSIONS. Average performance differences with Medlars are shown 
for a variety of SMART search methods in Table XII ,  and for the several SMART 
dictionaries in Table XIII .  The information in Tables XII  and XI I I  is derived from 
Tables VI, VII, IX, X, and XI, and is averaged for 5 SMART dictionaries in Table 
XII  and for various search strategies in Table XIII .  The following main conclusions 
appear warranted: 

(1) The SMART ranking procedures as well as the feedback search methods 
produce considerable performance improvements over the Boolean search output 
used in conventional systems (see Table XII).  

T A B L E  X I I .  S M A R T - M ~ v L A R S  PERFORMANCE DIFFFER/~NCES 

(Averages for several SMART dictionaries) 

SMART Searck Process 

Ophthalmology colleaion 
Extended Medlars 

Author judgments Author judgments 
collection Nonauthor judgments (all relevant) (major relevant only) 

R P R P R P R P 

Medlars cutoff -33.75% --30 25% --32 4% -32 0% +23.4% --35.4% +93 2% --44.0% 

Correlation cutoff --9.00% --10 50% --26 2% --26 8% +83.0% --42 4% +289 0% --41.0% 

One feedback search +13.75% +12 25% -0.4% --0 2% +89 0% -41 2% +396.8% -43.8% 

Two feedback searches +18 50% +17 25% +4 0% +10.0% +88 8% --40.0% -- 

TABLE XIII. SMART-MEDL.~RS PERFORMANCE DIFFERENCES 
(Averages for several SMART search methods) 

Ophthalmology collection 
Extended Medlars 

collection 
Author judgments Author judgments 

S M A R T  d~aionary ~Yonauthor judgments (all teleran) (major relevant only) 

R P R P R P R P 

Word form (suffix "s") -15.00% -14.33% -18 66% -12 33% +42.50% -38 00% +405 00% -40.66% 

Word stem -16.00% -12 66% -12 00% -12.33% +23 50% -35 66% +337.66% -39.66% 

Automatm word llst -- -- --9.66% +8.33% +63.00% --34.00% +156 00% --42 33% 

Automatic discriminator --2.33% --3.00% --2 00% --13 66% +108.25% --52.00% +247.00% --52.33% 
dictionary 

Thesaurus +1.00% --1.33% ~5.66% --7 00% +118.00% --38 66% +152.66% --39 68% 
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(2) The feedback searches implemented by SMART lead to considerable gains 
over the standard Medlars search output (see Table XII).  

(3) The automatic SMART discriminator dictionary and the thesaurus produce 
better performance than the word or word stem extraction process alone (see Table 
XIII). 

(4) The SMART language normalization methods which are used to produce 
dictionaries and thesauruses lead to retrieval results at least equivalent in average 
effectiveness to the conventional manual indexing (see Table XIII).  

(5) Future retrieval systems might use vector matching techniques leading to 
ranked output, as well as interactive search techniques for the formulation of more 
effective query statements. 

(6) The standard syntactic and semantic language analysis techniques and the 
intellectual input conventionally provided by expert indexers might be replaced by 
automatically constructed analysis tools derived from existing document col- 
lections. 
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